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Land cover automatic classification based on RS-Informatic Tupu
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Abstract: The importance of the extraction and cognition of geo-information has been increasingly highlighted in the face of the
massive accumulation of remote sensing data and the lack of application information. According to the geo-informatics Tupu meth—
odology regarding the visual cognitive process Tupu-cognition can automatically interpret remotely sensed imagery. In this study

using a unified framework of geographic information systems we extract the features of images step by step. Spatial-spectrum a
nalysis is then executed in the geo-cognitive process described as “Perceiveddentify-Confirm ”. Algorithms like multiscale s
egmentation feature analysis and supervised learning are invoked to meet the application’s requirements for automation and intelli—
gence. In the cognitive application of land-cover information we first establish the mechanism of prior knowledge management for
automation. Second a number of machine learning algorithms are employed to improve the intelligence. Finally adaptive iteration
is introduced to optimize the results. The data selected for this classification experiment are Advanced Land Observing Satellite

(ALOS) multispectral images in the Pearl River Delta. The land cover results are consistent with expectations and illustrate the {
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easibility of our method.
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1 INTRODUCTION

With the improvements in spatial resolution of remotely
sensed imagery and the challenges of digital communication and
the Internet network the processing of remotely sensed informa—
tion is gradually being replaced by quantitative integration tech—
nology. However a mapping technology process that is fully d
igital and provides highly automated classification of remote sens—
ing data has not yet entered the mass production stage so the a—
bility is lacking for real-time processing of massive amounts of
data and multidate data. Existing technology is far from what will
be required to address global change regional sustainable devel—
opment research and to take advantage of remotely sensed data
quickly with coverage over large areas ( Chen 1997; Quartulli
2013) . As early as the 1990s

geo-informatic Tupu and landscape reality signs of figures inter—

Chen proposed the concept of

preted inversely from massive data the main source of which is
remote sensing with its unique earth observation advantages.
Therefore the theory of using remotely sensed imagery for Tupu
cognition and calculation put forward by Luo demonstrates the
design of a remote sensing Tupu computing platform on two |

evels—pixeldevel and objectdevel ( Chen 2004; Luo 2009) .

DOI: 10.11834/jrs. 20143058

At the same time Tian et al. (2003) agreed that utilizating
Tupu could improve the accuracy of classification and the discov—
ery of new knowledge with automatic interpretation of remotely
sensed imagery. The research by these authors have promoted
problem solving on how to extract useful information from massive
a mounts of remotely sensed data automatically and intelligently
and to identify the underlying geology and natural laws to better
guide social practices( Datcu 2005) .

Land cover information is what is mainly provided by r
emotely sensed data as well as basic information about the
earth’s surface for various applications. With the massive a-
mounts of remotely sensed data many projects seeking to extract
land cover information have been carried out using computer—
2004;
Friedl 2010) . But these have failed to achieve full automation

dominated and artificial auxiliary technology ( Homer

( being limited by the steps necessary for selecting samples) and
higher extraction accuracy. For example the TWOPAC automat—
ic classification process proposed by Huth et al. (2013) still
demands that the user select samples for classification and valida—
tion. The land utilization classification method based upon a deci—
sion tree proposed by Hu et al. (2013) also has low classifica—

tion accuracy. Therefore there is still a gap between automatic
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classification methods and the application of precise models
which are difficult to popularize and apply over a wide range.

With respect to much of today’s artificial intelligence r
esearch the process of computer-simulation of human cognition
may ultimately pave the way to solving the stark asymmetry b
etween data collected and information utilized. Cognitive p
sychology optic nerve physiology and computer vision cognitive
models have made great strides in recent years. For e xample
the information processing theory derived by way of computer
computing has become the mainstream orientation of cognitive
psychological research ( Best 2000; Pen 2004) . The function of
each unit of the brain’s visual cortex and the gradual 1 ayered
process of visual information have also been further ¢ onfirmed by
the introduction of the Functional Magnetic Resonance Imaging
(fMRI) and other technologies. The deep learning theory based
on hierarchical visual signals processing has also been recognized
by many scholars ( Hinton 2006; Bengio 2009) . The gradual
completion and realization of these research theories have promo—
ted the formation and development of remote sensing Tupu cogni—
tive methodology.

Based on the above research the Tupu-cognition of remote—
ly sensed imagery was developed in response to the real need for
the extraction of geological information from remote sensing data.
Tupu-cognition interrupts and extracts remote sensing information
as data is being gathered automatically and intelligently much
like the process of visual cognitive understanding. Itaims to iden—
tify the geological signs using Tupu which can supply the tech—
nical support to fully take advantage of remote sensing data. For
example land cover information s upported by multisource data
using Tupu-cognition of remotely sensed imagery and the condi-
tions and application requirements of actual data can now be au—
tomatically classified and quickly e xtracted over a wide range

with good test results.

2 TUPU-COGNITIONOF REMOTELY SENSED
IMAGERY

2.1 Tupu-cognition guided by geological informatics
Tupu

Geological informatics Tupu is the analysis of composite fea—

Data collection :>

tures of “spatial pattern” and “time process” in geospatial sys—
tems and its elements and phenomena. This methodology realizes
the intelligent cognition of earth information science ( Ye
2004) . Tt can be classified into signs Tupu diagnostic Tupu
and implement Tupu according to the working process functions
( Chen 2000) . Signs Tupu relates data directly providing run—
ning results of information extracted from the model. It is the
primary focus of the Tupu-cognition of remotely sensed imagery
providing the clues and basis for further study ( Zhang 2009) .
Remote sensing is an effective means for obtaining surface
information the primary object of information extraction while
Tupu-cognition of remotely sensed data has tried to simulate the
visual cognitive process in the brain known as “Perceive-ddenti-
fy-Confirm” to produce a geological signs figure automatically
and intelligently. The key point is Tupu-coupled remotely-sensed
imagery. As shown in Fig. 1 the management display and uti-
lization of the various data in the framework of a g eographic in—
formation system are in graphic form according to their geo—
graphic attributes. The main task in this process is to e xtract
and manage multisource data. Next in the first phase of Tupu-
cognition the instrument perceives the feature object which re—
quires both prior knowledge and the multiscale segmentation of
actual images to determine the primary attributes of the feature
( geographic distribution  spatial scale etc). In the second
phase the instrument identifies the specific feature objects proac—
tively which not only analyze the specific features of the objects
( spectrum shape topography time interdependence) but also
combines the image content with prior knowledge to actively and
specifically learn and to accumulate experience in distinguishing
features. In the final phase the objects in the image are con-
firmed labeling the image content by the cognitive results and
also f ormulating graphic feedback for the geographic information
s ystem. Objects can be reviewed to improve accuracy by itera—
tion or can be stored as prior knowledge for later use. The pri—
mary task of this process is to generate a geological sign Tupu.
Thus far sign Tupu can be inputted into the models of v arious
time-space analyses for further research according to a
pplication requirements and then generate geological diagnostic

Tupu to guide its eventual implementation.
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Analysis ofthe spatialspectrum runs through the entire r
emote sensing Tupu-cognition process in two main forms. The
first is spatial analysis which establishes relationships between
features and their environment. It also contributes to the manage—
ment of the distributed rules at the macro level with an o
mnibearing investigation at different scales and degrees and using
different reference systems. The second form is spectral a
nalysis which is helpful in the evolution from past to present and
also in the reflection of different optical bands indeep feature re—
search.

In the “Perceive "phase of the cognitive process to cognize
more knowledge by relying on “space” and acting on the level of
“space”  assimilation of different data according to geographic
attributes is first required even though various statistical data
must be inputted in map form. Secondly multiscale segmentation
may be regarded as spatial analysis based on the extraction of el—
ements corresponding to the traditional pixel as a cognitive unit
which can effectively manage spatially-eontinuous homogeneous
pixel groups in remote sensing processing. It also carries more ob—
ject characteristics and knowledge in the cognition perspective.
It finally composes an unknown terrain map by elements refer—
ring to object attributes. In the “Identify” phase to cognize
more Tupu-coupled knowledge firstly the f eature element
formed by the effective extraction and expression analysis in the
Tupu feature element has closer contact with the feature target
and can serve as the basic unit for subsequent supervised learn—
ing and classification criteria. T he prior knowledge from super—
vised learning is also applied in the forms of “space” and “spec—
trum”  such as feature spectrum shape texture and so on. The
process of supervised classi-f ication is mainly to further process
features and the sample is simply the carrier of all kinds of object
features. Finally in the “Confirmation” phase cognitive results
are also stored and presented in the form of “space” which can
perform many kinds of vector p rocessing operations with the geo—
graphic information system.

Data exist in the form of vectors or grids independently con—
strained by the framework of the geographic information s ystems
and at the same time the extraction and application of Tupu infor—
mation is also limited by the finite analysis method. Also the Tu—
pu nature of the remotely sensed imagery as the main data source
requires the analysis of Tupu to the degree possible in order to
realize the key to the whole cognition process— “spatial-spec—
trum” coupled analysis and the simulation of recognized figures
to obtain the spectrum and the translation of the spectrum to ob—
tain the figure. This process excavates the progressive model of
“pixel-elementfeature-ohject” vertically and solves the question
of “spatial-spectral” coupled features transversely achieving the
automatic interruption of remotely sensed information with the full
play of prior knowledge thereby exploring the potential of re—
motely-sensed imagery.

2.2 Application method ofautomatic interpretation
of remotely-sensed information

For practical application at least two application require—

ments must be satisfied concerning the automatic interpretation of

remote sensing data. One is the automatic extraction of informa—

tion which is also required for massive amounts of remote sens—
ing data for realtime ( or quasi realtime) application. From the
machine learning perspective self-adaptation and selfdearning
are two criterion for machines to achieve this goal. Self-adapta—
tion enables the machine to accomplish specific tasks without hu—
man intervention and selfdearning enables the machine to extract
more suitable information by taking the initiative to find knowl-
edge. The second requirement is the extraction of intelligent in—
formation which is also the basis for related industry applica—
tions. From the remote sensing application perspective high a
ccuracy and high fault tolerance are the two most important ¢
riteria for the utilization of automatically extracted information
from remotely sensed imagery. High accuracy is the reliable
standard of remote sensing for a single application. High fault
tolerance is the stable and available standard of remote sensing in
business operations ( Baraldi 2012; Zhang 2000) .

With respectto technology and the automatic interpretation
of remote sensing data and the practical requirements of land
cover classification we have designed a general process for e
xtracting land cover cognitive information and made preliminary
explorations of the cognitive method in actual applications. As
shown in Fig. 2 geographic information systems i ntegrate all
kinds of data and information into a unified framework consis—
ting mainly of land-use data terrain data field i nvestigation da—
ta typical feature spectrum data and primary multisource re—
mote sensing data. These data have been combined into one geo—
graphic reference to ensure that the auxiliary data and informa-
tion corresponding to each pixel can be searched in a timely man—
ner. These data must also attract elements upon a scale suitable
for a multiscale segmentation algorithm in order to calculate all
texture terrain environ—

kinds of features( spectrum shape

ment condition various indexes and so on) which may require
all kinds of secondary data for these calculations. This is the
“Perceive” phase shown in the Fig.2. Next is the application of
all kinds of knowledge the main point of the process of automat—
ic sample selection. The analysis on the other hand points to
the element features especially the spectral features of typical
object features based on the corresponding type of land use in
the early period to establish possible change and contact. Next is
the “Identify” phase where in the spectrum is interpreted in or—
der to recognize space performing supervised classification of all
elements assisted by a large number of samples. During this
phase the p erformance of the classification model and the accu—
mulation of experience distinguishes the model achieving a suit—
able application for a large area. Finally the iterative classifica—
tion is matched to the data and information under the framework
of the geographic information system to complete the final “Con—
firm” phase. The fundamental goal for remote sensing Tupu-
cognition is to obtain land cover information by automatic inter—
pretation without consideration of subsequent algorithms such as—
Land-Cover of Change ( LUCC) analysis

spatialtemporal analysis and so on.

land-use analysis

The key to the above process is the self-circulation of i
nformation flow the main difficulties of which are discussed b

elow.
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Fig.2  Process of obtaining land cover information

2.2.1 Management of prior knowledge

The basis for automation is to have a certain understanding
of the research objects; that is it requires the existence of prior
knowledge. The knowledge employed to assist in land cover clas—
sification can be divided into two types. One is the knowledge of
the “figure ” itself whose typical indicator is former land use data
recognizing the feature of a certain region from the spatial distri—
bution and telling machine the “where” of this knowledge. It is
most suitable for a machine to access this knowledge based on
storage. The other type is the knowledge of “spectrum” with the
typical features of data in a feature spectrum library with regard
to the vegetable growth rule which recognizes the possible ap—
pearance in the image of a certain object feature from the spec—
trum and a time series to tell the m achine the “how” of this
knowledge. However results from machine-based computing
knowledge are much less comprehensive than those from the
brain. How to make a machine combine and make full use of
these two types of prior knowledge is related to both the automat—
ic implementation of land cover classification and the accuracy of
the final classification result. The former approach as described
above is to know the object feature and its change laws in the
specific location at a particular moment such as a wasteland and
the expansion of urbanization the translation of farmland to
town and so on. These focus on the objective temporal continui—
ty of an object feature and require spatial resolution of images to
identify the image’s characteristics and the expressive character—
istics of the objects variety of { eatures. For example the ex—
pression of water at the near infrared band is for strong absorp—
tion while vegetation expresses high reflection. The area index of
leaf growth shows rich changes in the time phase and so on. The
focus is on the consistency of the local regional object features
and requires spectral resolution of the images. The initial pur—
pose of employing the unified G eographic Information System
( GIS) framework is to better manage these prior experiences
with a current feasible method of storing searching and upda—

ting all knowledge based on these geographical properties.

2.2.2 Machine Learning

The bestdemonstration of intelligence is for a machine to
have automatic learning ability and even experimental knowledge
accumulation. Especially important is the reasoning identification
ability aided by professional knowledge. The main tasks of m
achine learning in land cover classification is to select feature
samples and complete supervised classification according to the
knowledge achieved by Tupu which is one of the most critical
steps. The fundamental basis of both sample selection and classi—
fication lies in object features which has been very sparse in the
field of cognition. The main challenges are as follows: The appli-
cable scope of different types and characteristics scales is limit—
ed. Regarding the unique characteristics of object relations for e
xample if the focus is on the characteristics of j between object
A and B
characteristics of £ between object A and C. So the technology of

the focus may be more effective if also placed on the

distance metric learning and decision trees is employed to solve
problems of accuracy and efficiency because the characteristic
matrix p with n x 3 needs to focus on j + k features in practice.
Many different “world problems” are couple-mapped to object
feature space using distance metric learning to find a suitable
metric understanding of the current view through relearning sol-
ving the unified standard problem in distinguishing different ob—
ject features ( Xing 2003; Weinberger 2010) .

elected by automatic selection on this basis have high typicality

The samples s

and balance the difference between various and same kinds to
make samples more suitable for classification requirements and
yielding higher accuracy. The decision tree algorithm is a simple
and efficient classification algorithm especially the C5.0 com-—
bined with the boosting and bagging technology and the random
forest algorithm which is suitable for large—scale classification
requirements ( Quinlan 1996; Breiman 2001) . In the object-o
riented process of automatic classification the traditional classi—
fier cannot balance efficiency with accuracy of classification b
ecause of the great growth in the numbers of samples and f
eatures. The advantage of using a decision tree in these cases is

obvious so many land cover classification projects do that.
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2.2.3 The self-adaptive iteration

The establishment of a self-adaptive iterated circulated
mechanism is an effective measure to improve precision. For a
rtificial interpretation of land cover information the general prin—
ciple is to go from easy to complex and from familiar to strange
which is the iterative information reasoning process in essence.
The extraction of remote sensing data requires the use of iterative
circulation. For example the calculation of complex relations in
object feature space needs the support of referent features
(Wang 2011) and the local adjustment model needs the basis
of the whole domains ( Luo 2009b; Qiao 2012). Land cover
information can be improved iteratively by following several
guidelines. Firstly accessing the previous land cover result can
improve the segmentation effect and contribute to the confirma—
tion of the element scale toachievea more accurate object ele—
ment. Then the partially known features can utilize g eoscientific
knowledge to calculate the spatial relationship f eatures enric—
hing the feature space of an object. Next the distribution of the
sample space can be improved globally with the support of the
whole distribution of the object feature making the feature sam—
ple more typical. Finally the reference of a previous land cover
classification result can also contribute to the ¢ onfirmation of the
feature classes thus improving precision. In addition the estab—
lishment of iterative termination criteria is also an important part
of the iteration mechanism. In this paper only part of the sam—
ple has been selected generally to make an accuracy assessment
due to the huge numbers in the sample. The iteration will be ter—
minated only when the level of precision meets the default re—
quirement or the precision of the iterative classification is diffi—

cult to improve upon.

3 LAND COVER AUTOMATIC CLASSFICA-
TION

3.1 Study area and experimental data

To verify the actual effect of remotely-sensed Tupu-cognition
Sheng
Zhen and Hong Kong in the Pearl River Delta were s elected as

and automatic interpretation the cities of Dong Guan
test areas. The main test data are from three-view A dvanced
Land Observing Satellite ( ALOS) images of the same track in
the cover test zone. Secondary data includes survey data of local
land use the generalized digital environment model( GDEM) al—
titude data (30 m) the industry standard architecture ( ISA)

impervious index the spectral data of typical object features in
the test area and so on. All data was corrected by g eometry and
radiation and registration in the unified management of the geo—
graphic information system platform. Fig.3 shows land use data
of the Advanced Land Observing S atellite ( ALOS) image super—

position.

3.2 Experimental Method

According to the land use automatic classification process a
land cover classification application system has been developed
with the following specific functional steps and algorithm.

(1) Each image employsa mean shift algorithm for multi—

scale segmentation. The result is unified into a Geographic Infor—

(C)1994-2021 China Academic Journal Electronic Publishing House. All rights reserved.

mation Systems ( GIS) database in vector polygon form each of
which will participate in the subsequent operation as an inde—

pendent primitive object.
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Fig.3 Data from the study area

(2) The characteristics of each primitive objectis calculated
and stored in a database according to its vector attribute form.
The specific characteristics are shown in Table 1 in which the
common characteristics of texture feature are calculated by just
one band such as energy entropy contrast and so on. The
space feature calculated by classification result is employed only

in the iterative process.

Table 1 Feature parts used in classification

Feature name Feature type  Calculated object ~ Amount
Average of spectrum Spectrum ALOS image 4
Standard deviation of spectrum Spectrum ALOS image 4
Relative elevation Topography GDEM 1
Slope Topography GDEM 1
Hill shade Topography GDEM 1
Aspect Topography GDEM 1
Shape index Space Polygon 1
Length-width ratio Space Polygon 1
Area Space Polygon 1
GLCM texture Space ALOS image 6
MNDWI Spectrum ALOS image 1
NDVI Spectrum ALOS image 1
Impervious index Spectrum ISA data 1
Distance from mountain Space Classification result 1
Distance from city Space Classification result 1
Distance from sea Space Classification result 1

http://www.cnki.net
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(3) Primitive features are analyzed and samples selected a
utomatically. First supervised learning is employed to study the
distance matrix combined with the land use survey data in order
to improve the similarity between the similar primitives and to re—
duce the similarity between different primitives. The similarity of
unknown primitives by this study’s transformation matrix are then
compared and preliminary samples selected according to the dis—
tribution requirements. At the same time samples are combined
excluding abnormal spectral characteristics in the feature spectral
data and index feature( there are possible errors existing in land
use data) . Next the type of land use is converted to the type of
land cover to form a complete sample. The main class of land
cover is the first-order class including woodland grassland
building site( city) ~water agricultural land ( farmland) un-
used land ( bare land) etc.

(4) Because the areas studied in this paper are relatively
centralized samples of multi view images have been adopted to
train the model in a centralized way. The samples selected are
trained by collecting three-view images with the C5. 0 decision
tree algorithm and then boosting to train the single model merged
with many decision trees. Each image view is then classified by
this model to achieve the preliminary results of classification.

(5) The classification results of land cover and land-use
data are then analyzed and the possibly mismatched areas in the
data will be excluded. Then in the second iteration the feature
and sample are adjusted twice by the modified land-use data. At
the same time the relationship of the spatial distance and the
other features are calculated on the basis of the former classifica—
tion results and the decision tree is retrained to carry out the new
classification. Meanwhile to determine if the iterative terminal
condition is satisfied the iterative classification will continued if
the condition is not satisfied until the complete classification re—

sult is obtained.

Cong hua
a

(a) The synthetic image
B rorest N Civ N Water

Fig.4 Classification result

(C)1994-2021 China Academic Journal Electronic Publishing House. All rights reserved.

The third scene

3.3 Results and analysis

Fig. 4 shows the classification result. Note that the second
scene covers the first and third scene since main area is the s
econd one. From a visual effect some classes such as city wa-—
ter woodland farmland and so on are basically in line with
the image with respect to their wide distribution. In the rural resi—
dential area sit is hard to distinguish the images. These can be
displayed clearly for the purposes of presenting the information in
the figure. The accuracy of the farmland grassland and bare
land are difficult to confirm relatively. To validate the precision
of classification results quantitatively test samples are selected
randomly by uniform block in the whole region of the study area.
However the region with field survey data will no longer employ
random sampling and another random sampling block area is add-
ed by artificial interpretation with the same high—esolution phase
data balancing the typicality and randomness as a whole. To
take into account the requirements of object-oriented classifica—
tion and precision in the per-pixel statistics the precision testing
methods are that the number of final s tatistical samples is 561
and each sample corresponds to ahomogenous pixel area of 3 x3
in the image. The corresponding sample area with an accuracy of
7/9 or more is counted as a c orrect classification and is other—
wise counted as a wrong classification when evaluating accuracy.
From the viewpoint of application the final result should be a u—
nified land cover classification figure so multi view images are
counted in the same level and o verlapping areas are in the logic
operation “and”. Namely only when both are ¢ orrect is the judg-
ment made that it is correct o therwise the judgment is an incor—
rect class of one layer or the class of intersection. The final clas—

sification confusion matrix is i llustrated in Table 2.

(b) Classification result
Farm land [Ji] Bare land Grass

http://www.cnki.net
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Table 2 Classification confusion matrix

Forestland City Water Farmland Bare land Grassland User precision/%

Forestland 172 0 0 2 0 1 98.3

City 0 103 0 0 2 0 98.1

Water 3 3 97 0 0 0 94.2
Farmland 14 2 0 59 4 17 61.5

Bare Land 0 7 1 3 26 2 66.7
Grassland 1 4 0 1 6 31 72.1
Producer precision/% 90.5 86.6 99.0 90.8 68.4 60.8 —

The statistical accuracy of the whole classification is about
87.0% with a 0. 836 kappa coefficient in which the accuracy of
forestland city water and farmland is relatively high while
bare land and grassland is relatively low due to their lesser quan—
tity. The explanation lies in the data and the design of classifica—
tion system. In the 10 m resolution multispectral images the ar—
tificial interpretation standard of farmland forestland and grass—
land is mostly by inference such as the shape of the plot the
space relationship with the city the ups and downs of terrain
etc. This also demonstrates that further improvements are re—
quired in our method with respect to feature extraction iterative
circulation and other steps.

From the precision statistics process overlapping regions
belong respectively to a two-view image with a mismatch of many
primitive edges inconsistent classification and so on. This cau—
ses the low accuracy of the classifications. The statistical r
esultson the accuracy of all the three—view images according to o—

verlapping regionare shown in Table 3.

Table 3 Comparison of each region on classification accuracy

. Sample Correct Overall Kappa
Region .
number number accuracy/%  coefficient

1 no-overlapping 177 161 91.0 0.883
1 2 overlapping 59 46 78.0 0.741
2 overlapping 107 97 90.7 0.878
2.3 overlapping 72 45 62.5 0.577
3 overlapping 146 139 95.2 0.938

It is clearthat the classification accuracy of the overlapping
regions is relatively low. The statistical result of single accuracy
for threeview images is illustrated in Table 4 where the logical
operation of “and” is cancelled ( without consideration of the o

verlapping areas in the image) .

Table 4 Comparison of each image on classification accuracy

Number Sample Correct Whole Kappa
of view number number accuracy /% coefficient
1 236 213 90.3 0.875
2 238 207 87.0 0.843
3 218 200 91.7 0.889

The classification results for the single view image achieves
a higher level of accuracy not only due to the effect of the single

algorithm but also due to the iterative calculation results in the

whole processing system. To address the problem of the overlap—
ping area the active fusion method will be employed to improve
the effect later in the process. That is we will first fuse part of
two-view image in the overlapping area then do the segmentation
and classification which will reduce the complexity of the ¢

omputation and also maintain relatively stable precision.

4 CONCLUSION AND PROSPECT

The goal of automatic and accurate extraction of massive a
mounts of remotelysensed data a process involving remotely—
sensed Tupu cognition which is similar to the “Perceive-dentify—
Confirm” process is presented in this paper. A geological infor—
matics Tupu methodology is used with reference to the cognitive
processes of the brain to identify the features r emotely—sensed
data. Many algorithm steps including data a ssimilation multi—
scale segmentation analysis of features and supervised learning
are utilized in the framework of a geographic information system.
In addition some critical technologies are i ntroduced including
the management of prior knowledge intelligent matching learn—
ing and self-adaptive iteration. The application of automatic in—
terpretation using remotely-sensed information is used as an exam—
ple specifically detailing remotelysensed Tupu analysis and its
implementation algorithm. Lastly automatic land cover classifica—
tion experiments with three-view ALOS i mages of the Guangdong
area were carried out by the above technologies and achieved bet—
ter effect. The contribution of this paper may be summarized in
the following two points:

(1) The remote sensing Tupu cognitive method is presented
to attempt to cognize remotely-sensed images automatically by
machine making a start toward the goal of the automated inter—
pretation of massive amounts of remotely-sensed data.

(2) An automatic classification algorithm is developed with
respect to multispectral remote sensing data and each of the main
technical points of Tupu recognition is verified with the expected
effect.

With the rapid development of machine learning technology
and deep analysis for remote sensing automatic interpretation of
images can nowbe realized. Many deficiencies still exist in the

the f

ollowing points deserve further attention and improvement in sub—

cognitive process and algorithm application. Currently

sequent theory method and applied research.

First although the utilization of the GIS framework is ¢
onvenient for the united storage and management of multisource
data based on geographic attributes it is still not to be satisfied

with a number of outstanding requiirements. Traditional relation—
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al database have difficulty managing massive amounts of sparsely
distributed time-space correlation data. In addition from the data
model the extraction and expression analysis of Tupu features
generally employ the vector format while remote sensing image
both these

traditional formats have difficulty satisfying the requirements of

analysis often employs a raster format. Meanwhile
efficiency and effectiveness. Therefore serious consideration
should be given to whether or not the two formats can be fused by
an image map format.

Second the complex imagery process of remotely—sensed
data and special geological knowledge have not yet realized their
full potential with a great gap between data and information. The
cognitive method of remote sensing Tupu presented in this paper
follows the model of human understanding of remote sensing da—
ta. More testing data should be collected to achieve deeper levels
of information other than visual interpretation to find deeper lev—
els of geoscience rules from simulation inversion and computer
research to realize the next level in cognition.

Third land coverinformation is the direct reflection of sur—
face phenomena while in most cases land use information d
irectly relates to the requirements of production and life. So with
respect to application the cognitive method of remote sensing
Tupu needs to further combine knowledge from a variety of disci—
plines and extract greater amounts of information at more levels to
satisfy actual application requirements. Additionally ~with re—
spect to the experiment how to objectively evaluate classified re—
sults to correspond with both the requirements of the a pplication
process while also being appropriate to each particular method

must continue to be explored.
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