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Abstract: This paper proposes a new automated hierarchical segmentation method with introduced relaxation factors for processing
high—resolution remote sensing imagery which aims to provide a theoretical framework in setting the scale parameters and r educing
the influence of human factors. The first relaxation factor is used to adjust the heterogeneity between the image-objects to be mer—
ged thus improving the speed of the entire segmentation by controlling the number of image-objects in each recursive m erging.

With the mean of the heterogeneity between image-objects taken as the cardinality the second relaxation factor is introduced to con—
trol the scaling parameter of the levels exported in the process of segmentation automatically producing multi-scale hierarchical seg—
mentation results. The experimental results show that this method produces segmentation with higher quality which meets the accu—
racy requirements of further image analysis and geographic object extraction. Other theoretical and practical contributions of this
method include reducing the influence of human factors and improving the level of automation in segmentation. F urther investigation
is still required with respect to processing the boundaries of geographic objects with complex image and i ncreasing the compactness
and smoothness of image-objects.
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1 INTRODUCTION ogical information contained in the image (Blaschke et al.
2010; Korting et al.

image segmentation and then proceed with classification and

2011). In most cases they start with

High-Resolution Satellite Imagery (HRSI) possesses many
new characteristics  such as presenting geographic objects with identification of the basic processing units in the form of im-
more visible geometrical structures clearer location layout and age-objects (segments) for g eographic object extraction (Bl-

2010). Therefore

object acquisition

more precise information about texture and size containing aschke et al. as a primary method of

multi-scale target objects and so on. Because of these new char— image segmentation has become a critical
acteristics  the traditional pixel-based techniques of processing step in object-based and object-oriented image analysis
(Baatz et al. 2006; Dezso 2012a; Murthy et

and analyzing low-to-middle—resolution remote sensing imagery

cannot effectively decode HRST (LI et al. 2012; Sun et al. al.  2012).

2011; Liu et al.  2009). Posing the question “ Extensive and in-depth research has been carried out r

et al.

what’s wrong

with pixels?” Blaschke et al. ( 2008) pointed out that tradition—
al pixel-based methods could barely meet the practical require—
ments in processing and analyzing HRSI. Baatz et al. (2006)
also stated that important semantic information cannot be repre—
sented in single pixels and semantic interpretation should rely
on meaningful image-objects and their mutual relations.

new object-based image analysis tech—
2008 ; Hay et al.

incorporating the spectra shape texture and topol—

Consequently

niques were created (Blaschke et al.

2006)

egarding the segmentation of HRSI and Hierarchical Segmenta—
tion (HS) is a hot topic in current research. The renowned c
ommercial software eCognition provides a multi-scale segmenta—
tion tool based on a typical HS method. However it has been
found (Lin et al. 2012; Wang et al. 2009) that with this
method a high degree of human interference exists in setting the
scale parameters without the support of a theoretical framework.
Moreover the HS result is not obtained in one implementation of

segmentation but through multiple implementations defined with
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different scale parameters which also determine the scale of the
output levels in constructing the HS results.

This paper proposes a new method of constructing HS results
for HRSI. Unlike the method provided in eCognition a relaxa—
tion factor is used to adjust the heterogeneity between the re—
gions/image-objects to be merged and improve the speed of mer—
ging; with the mean heterogeneity between regions taken as the
cardinality another relaxation factor is introduced to control the
scale parameters of the levels to be exported during segmenta—

tion automatically generating multi-scale HS results.

2 HIERARCHICAL SEGMENTATION METHOD
AND PROCESS ANALYSIS

HRSI contain semantic multitudes about geographic objects
and the space which can only be represented and depicted using
1982; Trias-Sanz et al.
2008). HS is a widely used multiscale method of constructing a

multiscale approaches ( Marr

variety of geographic objects in remote sensing imagery. “Hierar—
chical” in this paper refers to clusters of segments with multiple
scales and different levels of detail acquired from the segmenta—
tion of a s ingle image. These segment clusters can be used to
form hierarchical network representations corresponding to differ—
ent scales in the same image as shown in Fig. 1. A layer of seg—
ments is called one image-object level containing multiple re—
gions/image-objects; multiple levels form a group of image-object
levels. In such a group the image-objects are linked in a multi-
level n etwork structure: the objects within one level are related
by t opological relations; and the objects between the upper and
lower levels are connected by their interdevel inheritance. Such
a network representation of remote sensing image is exactly the

goal of HS.

Level 3
Level 2
Level | |
Pixel level ° eecomcen °

Fig.1 Multi-scale hierarchical network representation

of remote sensing imagery

From the topological relations within each level and the i
nterdevel inheritance this hierarchical representation of image—
objects can well reflect the context information of geographical
objects. It is apparently superior to the results obtained from a
single segmentation and regarded as an effective means of fully
discovering the application potentials of HRSI (Plaza et al.
2005).

Currently the most widely used multiscale segmentation
method is provided by one of the most successful commercial soft—
ware products eCognition. The hierarchical network structure
introduced above is constructed from the results of multiple 1
mplementations of segmentation with different scale parameters.
The result derived in each implementation corresponds to each

level of image-objects in the hierarchical network structure with

the upper levels corresponding to coarser scales and lower levels
to finer scales (Trimble 2012). Based on the principle of mer—
ging regions with the minimum heterogeneity the regions are
merged from the bottom to the top level and the image-objects
are extracted accordingly. This HS result is achieved not through
one implementation of segmentation but through multiple imple—
mentations of segmentation with different scale parameters that
determine the output levels of regions or image-objects. In eCog—
nition different scale parameters are usually tried in carrying out
the segmentation and by comparing their segmentation results
one level or multiple levels of image-objects are used in later i
mage analysis and geographic object extraction. Practical experi—
ence of using this HS method has shown that because setting the
scale parameters lacks the support of a theoretical framework the
segmentation result is subject to significant influence of human
factors and the resultant lowdevel automation can hardly satisfy
the requirements of practical applications.

Careful analysis of the HS method provided by eCognition
shows that it mainly comprises three steps: first choosing the ¢
riterion of heterogeneity used in region merging; second develo—
ping the strategy for region merging; finally defining the output

rules and the conditions to terminate merging.

3 NEW HIERARCHICAL SEGMENTATION
(HS) METHOD WITH INTRODUCED RE-
LAXATION FACTORS

To improve the level of automation in the three primary steps
introduced in Section 2 a new automated HS method with intro—
duced relaxation factors is proposed in this paper. Major i
nnovations in this new method are summarized as below. (1) A
new criterion of heterogeneity is proposed; (2) A relaxation fac—
tor is used to adjust the heterogeneity between regions to be mer—
ged; (3) With the mean heterogeneity between regions or i
mage-objects as the cardinality a second relaxation factor is i
ntroduced to control the scale of the levels to be exported during
region merging so that multi-scale HS results can be generated

in a s ingle implementation of segmentation.
3.1 Criterion of heterogeneity for region merging

The definition of the criterion of heterogeneity is important to
the quality of segmentation results. The features selected in the
criterion are not only depended on the specific problem but are
also related to the type of RS image data (Zhang et al.
2012). Segmentation with superior quality normally satisfies
1985) = (1) homogeneity of

the selected features within regions; (2) sufficient heterogeneity

three c onditions (Haralick et al.

b etween adjacent regions; (3) concise smooth and accurate
region boundaries. The first two conditions are called feature ¢
riteria  and the last is called a semantic criterion and it is also

2008). In this

paper spectra and shape are selected to define feature criteria.

followed in human perception (Zhang et al.

Spectral heterogeneity is used to represent the difference b
etween the spectra of all pixels within regions or image-objects.
The method of representation using mean square error and its
modifications has been the dominant quantitative performance

index and criterion of assessment in image processing for over 50
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years (Wang et al. 2009). In this paper mean square error
is also used in calculating the criterion of spectral heterogeneity
which is represented as

B 12
hyse = [ L Z(Mm _l-’v,b)z] @)

n; +n =

where n; and n; represent the number of pixels in regions i and j
respectively B is the number of bands in the RS image and u;,
and p;, represent the means of the spectra in the 5" band of r
egions I and j respectively.
The other feature in defining spectral heterogeneity is the
maximum normalized standard deviation which is computed as
o, =max{o,: b =12 - B} )
where ¢, represents the normalized standard deviation of the 6"

band of the spectra in region i which is computed as

1 1
= IT n —1 [ Z (x,m)2 - nt(/‘l’ib)z (3)
ib i GeX,

where X, represents the i" region pu

o

ib

. represents the mean of the

5" band of the spectra in region i n, is the number of pixels in
Region i x, represents the p" pixel in Region i x,, is the b"
band of the spectrum of pixel x,. If a region contains only one
pixel the value of ¢, is 0. 0.

Combine Eq. (1) and Eq. (3)
heterogeneity for merging two regions are computed according to
Lo, -0l 4

o, +0;

i

and the criterion of spectral

stddev

h’s]mt'tml = hMSE[ 1.0 +w

where g, and o; represent the maximum normalized standard d
eviation of regions i and j respectively w_,., represents the
weighting of the maximum normalized standard deviation which
ranges from O to o . with default value of 1.0.

Larger values of Eq. (4) suggest that the spectral informa—
tion in the two regions is more similar and has greater likelihood
to be merged. Vice versa two regions are less likely to be mer—
ged if a large difference exists in their spectral information. Nor—
malized standard deviation of the spectra is primarily used to in—
crease the impact of assessing the spectral similarity between re—
gions. Proper weighting factors can also lead to better spectral het—
erogeneity between the image-objects in the segmentation result.

Shape heterogeneity is used to represent the differences in
the shape of regions or image-objects. To obtain concise
smooth and accurate region boundaries shape compactness is
included in computing the criterion of heterogeneity in this pa—
per. As an i mportant shape property compactness may be re—
presented in multiple ways in terms of the geometrical parameters
of the object and related to the scale parameter (Zhang 2012).
C ompactness of the image-objects or regions can be indirectly
depicted in the comparison of regions with ideal shapes such as
1999). In this pa—

per Aspect Ratio (AR) is selected as one criterion of shape het—

square and circle (Marchand-Maillet et al.

erogeneity which is calculated according to
AR = 1/h )
where [ and h represent the length and width of the minimum box
enclosing the object. The AR of square and circle objects has the
minimum value of 1 narrow and long objects have AR values lar—
ger than 1 and AR increases with the degree of narrowness of the
object.
The other feature selected in the criterion of shape heteroge—

neity is Circle Index (CI) which assesses the smoothness of the

region boundaries. It is computed as

Cl = a,/a, (6)
where a,, is the area of the object and a, is the area of the circle
of equivalent circumference to the object. Circular objects with
the CI values of
and increase with the degree of

the smoothest boundary have minimum CI of 1
other shapes are greater than 1
roughness in the boundaries.
Combining the two feature criteria defined in E q. (5) and
Eq. (6) we have the criterion of shape heterogeneity for mer—

(i)
hy  \'n, Tk,

ol ‘ M
a

pij a,; a,

ging regions ¢ and j

h =

shape w compact

(1 - wmmpm)

where 1w, represents the weighting of compactness and (1 -
Wpmpar) 15 the weighting of smoothness. The lower index 7 indi-
cates the new region or image-object obtained from merging r
egions i and j.

Based on the criterion of spectral and shape heterogeneity
introduced above the general criterion of heterogeneity incorpo—
rating both aspects is computed as

Boerge = Ppeara + WanapePgape ®

where w,,, . is the weighting of shape heterogeneity which ranges

shape

from 0 to o and has the default value of 1. 0. Smaller h

eterogeneity h,... suggests that the two regions are more similar

merge
and have larger likelihood to be merged. Vice versa | arger h,,,
indicates that the two regions are less likely to be merged because
of the greater distinction that exists between them.

Spectra contain the most important information in RS data
so spectral heterogeneity normally has the most critical influence
on the quality of segmentation results. Shape heterogeneity is i
ncluded for more compact and smoother boundaries in the segmen-—
tation results reducing the occurrence of regions with incomplete
shape; however the weighting of shape heterogeneity should not
2012).

be set too large in practical applications (Lv et al.

3.2 Optimized merging and segmentation using region ad-
jacency graph with introduced relaxation factors

In HS constructing the multi-scale details in each level of

image-objects usually employs the region-growing method

(Cardelino et al. 2009) with either local (Benz et al.
2004 ; Sarkar et al. 2000) or global merging strategies (Beali—
eu etal. 1989). The former locally searches and merges the

adjacent r egions meeting the criteria for region merging as intro—
duced a bove while the latter searches and merges the adjacent
regions optimized globally at the whole level and is capable of
being a dapted to the changes brought by each merging so it is
2012b). In this pa—

per the global strategy is used and optimization is realized in a

more accurate and stable (Dezso et al.

region adjacency graph illustrating the relationship between image—
2005; Xia et al. 2006).
A region adjacency graph is defined as G = (V E) where—

objects or regions (Tupin et al.

in V; is a node representing an image-object or region; E; is a p
ortion of arc with the heterogeneity value between two adjacent
regions I and j as its weighting. In the global strategy used in this

paper the portion of arc with the minimum weighting is
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searched and the regions adjacent to the arc are merged; in the
meanwhile local topological relations and arc weightings are a
djusted. The procedure is repeated until the condition of the t
erminating region merging is satisfied and the segmentation is
completed. Although this globally optimized merging strategy is
highly accurate and strict in theory it is relatively less efficient
especially when large RS images are processed so it cannot meet
practical requirements. Therefore a parameter A is introduced to
control the heterogeneity value

wy, = Aw,, )
where A is the introduced relaxation factor in each region merging
iteration; w,,, is the weighting of the arc with minimum heteroge—
neity in the region adjacency graph. Adjusting the value of A can
control the number of regions to be merged recursively i.e. the
regions adjacent to the arcs with weighting w; <w), will be mer—
ged. It can be shown that for smaller A a smaller number of re-
gions is merged in each recursive iteration; for A =1 the r
egions merged each time have the minimum heterogeneity. How—
ever larger A would affect the final accuracy of region m erging
so it should not be set too large.

As each level in the HS result corresponds to a scale with
different accuracy adapted to the extraction and recognition of
different types of geographic objects the intermediate states of
the scales to be recorded in the course of region merging need to
be determined. This is usually realized in HS by setting the
2006). In this paper

the mean of interregional heterogeneity is taken as the cardinali—

scales multiple times (Tzotsos et al.
ty and another relaxation factor is introduced to automatically
control the scale of the level to be exported
172

s=5(LXw) =D (10)
where § is the relaxation factor used to control the number of lev—-
els to be exported; n is the number of arc portions in the r egion
adjacency graph; w; represents the heterogeneity value between
regions i and j or the weighting of the arc portion. In the auto—
mated HS method proposed in this paper only the scales of the
and the final level S

start stop

starting level S need to be preset. The
scale mentioned here refers to the square root of the mean of all
inter-regional heterogeneity values. Taking the square root of the
mean is for the purpose of increasing the sensitivity of scale con—
trol. During region merging multiple segmentation results with

to S,

start stop.

scales ranging from S and determined by the § value

are exported in forming the final HS result cluster. In practical
applications the value of § may be determined according to the
particular data and application conditions. Larger § would lead to

fewer levels and vice versa.

3.3 The HS procedure with introduced relaxation
factors

Before introducing the HS procedure the primary segmenta—

tion parameters are first listed in Table 1.

Table 1 Primary parameters in the HS method

Parameter Meaning
S tan Scale of the first output level
S Scale of the last output level scale
W yddev Weighting of the normalized standard deviation of spectral feature
W ghape Shape weighting
W compact Compactness weighting
A Relaxation factor in each region merging iteration
8 Relaxation factor used to control the number of levels to be exported

The HS procedure is illustrated in Fig.2 with the following
specific steps.

Step 1 Import the original RS image and set the segmenta—
tion parameters the majority of which are listed in Table 1.

Step 2 Generate the initial regions or image-objects based
on a particular method or take each pixel as an initial image-o
bject or region.

Step 3 Transform the initial regions in a region adjacency
graph with arc weightings equal to the inter-regional heterogene—
ity value computed with the criteria introduced above.

Step 4 Merge the adjacent regions satisfying the merging
conditions. The scale of the previous level is assumed to be S .,
and the scale of current segmentation is S. If S is larger than § x
S execute Step 5; otherwise obtain the minimum arc weigh—

prev
ting w,;, in the region adjacency graph and compute w, accord-
ing to Eq. (9). Then put the arc portions with weighting less
than and equal to w, in a temporary group or dimension and se—
quence them in ascending order. If two arc portions have equal
weightings they are ordered according to the pixel number of the
adjacent region with lower number of pixels. If equal numbers of
pixel exist in both regions then they are sequenced according to
their region number. The above procedure is repeated until the
condition of level exporting is satisfied.
Step 5 Export the segmentation result of the current scale

and record the current scale as S, then let S
which is taken as the reference value of the next level to be ex—

ported. If S

wise return to Step 4.

equal S

cur

wan 18 larger than S skip to execute Step 6; other—

Input RS image Set the segmentation Generate the initial
- paramelers region objects
No |
Satisty the condition Merge the adjacent regions Create the region

ol level exproting

satisfving the merging conditions

adjaceney graph

Export the segmentation result of
the current scale.calculate
the next scale of segmentation

Fig.2 The HS procedure
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Step 6 At the completion of the segmentation procedure for
the convenience of further HS based applications such as image
analysis geographic object extraction etc. the inherited rela—
tions between the sub-objects and super-objects and the topolog—
ical adjacency relations within each level are constructed in the
order from fine grains to coarse grains forming a hierarchical
network representation of the same RS image.

In general the above procedure includes two critical ¢
omponents: (1) region merging as described in Step 4; (2)
level exporting control-based on the method of computing and ¢
ontrolling segmentation scales introduced above intermediate re—
sults satisfying the condition of level exporting are exported dur—
ing region merging and the scale of next level to be exported is
computed.

4 EXPERIMENTAL RESULTS AND DISCUS-
SION

Based on the HS method proposed in this paper a high—+
esolution satellite image is chosen to conduct HS experiments for
testing the validity of this new method. This image data is an aer—
ial photograph taken in July 2011 in Beijing with a size of 913 x
811 pixels spatial resolution of 0.2 m and three bands of visi-
ble light. The original satellite image is shown in Fig. 3.

Fig.3  Original satellite image

The segmentation parameters are set as below: S ., =200.
0 S,,=382.2 w4, =0.1 w,,. =40.0 w,,..=0.5 A=
1.01 and & =1.3. Despite the large number of parameters to be
set experimental results show excellent segmentation results for a
variety of HRSI. In practical applications the relaxation factor A
¢ ontrolling region merging is set to be 1. 0l to maintain re—
quired segmentation accuracy.

Fig. 4 shows the HS result of the original image including
four levels with different scales. The specific segmentation scales
and number of regions can be found in the legends.

The pictures clearly show the fine-to-coarse segmentation re—

sults of the geographic objects such as the white (dashed) b

icycle line on the road the spots on the roofs of residential build—

3 e e
B a——

(d) Level | :scale i1s 382.2, number of segments is 408

ings etc. From Level 1 to Level 4 regions of larger and | arger

scales are merged level by level and the number of r

egions/image-objects is gradually reduced with small regions Fig. 4 The HS results
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at Level 3 the

roofs of many residential buildings have been merged into rela—

being merged into large regions. For example

tively complete image-objects with boundaries matching more
closely to the actual boundaries. At Level 4 the shadow of road
ancillary facilities and small blocks on the road have been further
merged into bigger image-objects and the segmentation result
appears to be more concise. These experimental results show that
the HS method proposed in this paper can be applied to multi-
scale segmentation of HRSI and generate from fine-to-coarse h
ierarchical segmentation results.

This segmentation result is also compared with that obtained
from eCognition (Version 8.7) by means of visual and quantita—
tive analysis. The segmentation result of Level 4 has 408 image—
objects so the same number of objects is generated in eCognition
through trials of different scale parameters (Fig.5).

Fig.5 The segmentation result generated in eCognition

Visual analysis shows that the location layout of objects is
similar in both segmentation results and larger geographical o
bjects are also well segregated in both results such as the resi-
dential buildings roads trees etc. However some localized
differences lie in the small objects between these larger objects
and the transitional edge pixels between them. To illustrate these
differences both segmentation results are expanded in Fig. 6. In
the segmentation result generated with the proposed method
(referred to as “Method 1” or “Result 17)

spots in a larger white colored roof of a residential building are

two gray colored
well segmented as two small objects but in the result obtained
with eCognition (referred to as “Method 2” or “Result 2”) the
lower spot is missed. Furthermore the boundaries of the roof are
more regular-shaped and agreeing with the edges of the roof in
Result 1. The nearby larger red colored roof is more regular—
shaped in Result 2 with neater and more concise edge pixels.

However in both segmentation results narrow and long regions
with colors lighter than the larger center region show up along the
boundaries of the roof profile and they are segmented out of the
roof object. This tendency is more apparent in Result 1. This
phenomenon is probably caused by the regiongrowing method a—
dopted for merging regions in both segmentation methods. In the
region-growing method adjacent pixels (regions) are not consid—
ered in pixel (region) merging so it is hard to generate consist—
ent boundaries for the profiles of geographic objects. Therefore

the region-growing method needs to be improved in both segmen—

tation methods.

B o
(a) Local expansion of the segmentation result
generated with the proposed new method

e L 4 -r

(b) Local expansion of the segmentation
resualt genrated with the eCognition software

Fig. 6 Local expansion of the segmentation result generated with

the proposed new method and eCognition

For further assessing the accuracy of the proposed segmenta—
tion method statistical analysis results of the shape characteris—
tics of the regions or objects in both segmentation results inclu-—
ding compactness and smoothness are shown in Table 2 with
the cells with white colored background representing Method 1

and those with gray colored background representing Method 2.

Table 2  Statistics of the characteristics of the segmented regions
generated with the proposed new method and eCognition

Parameter Minimum Maximum Average Standard deviation
4.179107 30.786345  11.028516 5.333127
Compactness
4.215839 31.384937  11.157507 5.897363
0.923593 2.546151 1. 360699 0.312535
Smoothness
0.909091 2.982122 1.394478 0.376648

Note: Cells with white colored backgroud represent Method 1 Cells with gray
colored background represent Method 2.

The frequency distributions of both characteristics are shown
in Fig. 7 with Result 1 on the left and Result 2 on the right.

Comparison of the statistics and frequency distribution of
each characteristics belonging to both methods shows that (1)
the mean and standard deviation of the compactness of the region
polygons in Result 1 are both smaller than Result 2 suggesting
that Result 1 has better compactness than those in Result 2 and
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with smaller individual differences or closer to the mean value;
(2) the mean and standard deviation of the smoothness of the r

egion polygons in Result 1 are both smaller than those in Result 2

Frequency

42 80

1.8

194 232 270

156
Compactness

(a) The compactness frequency distnbution of region objects

Gl

Frequency

0y

12

1.4 19 2

1.6 2
Smoothness

(¢) The smoothness frequency distribution of region objects

Frequency

Frequency

suggesting that Result 1 has better smoothness than Result 2 and
with smaller individual differences or closer to the mean v

alue.

80

ol

40

20

120 159 198 237 275

81

Compactness

1) The compactness frequency distrnbution of region objects

y

80

(&14]

Smoothness

(d) The smoothness frequency distribution of region objects

Fig.7 The frequency distributions of compactness and smoothness of the segmentation result generated with

the proposed new method and eCognition

In sum when segmenting an RS image with the proposed
new method and eCognition if the number of image-objects in
the segmentation result is kept constant both methods can s
egment different geographic objects well in general by adjusting
the segmentation parameters. The location layouts of objects are
generally similar in both segmentation results with differences
only in localized details but these differences cannot be strictly
graded with respect to particular geographic objects. Quantitative
analysis shows that the compactness and smoothness of the region
polygons in the segmentation result generated with the proposed
new method are better suggesting that the boundaries of geo—
graphic objects are located more accurately and the boundary
profiles of image-objects are relatively smoother and more con—

cise.

5 CONCLUSIONS

A new automated HS method with introduced relaxation fac—
tors is proposed for processing HRSI. Based on the region a
djacency graph and optimized region merging principle a relaxa—
tion factor is used to adjust the heterogeneity between the regions
to be merged and the speed of the entire segmentation is i
mproved by controlling the number of objects to be merged in
each recursive merging. With the mean of the heterogeneity b
etween regions taken as the cardinality another relaxation factor
is used to control the scale parameter of the levels to be expor—
ted automatically generating multiscale HS results.

Experimental results show that this new segmentation
method provides results of good quality and can satisfy the a
ccuracy required for further image analysis and geographical
object extraction. Comparison with the segmentation result g

enerated in eCognition further demonstrates this point. Howev—

er further investigation is still required on processing the
boundaries of geographic objects with complex image contents
and reducing the occurrence of regions of narrow and long

shape.
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