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Turning remote sensing to cloud services: Technical research and
experiment
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Abstract: Remote sensing cloud services are the remote sensing application services provided through a network as a way of
on-demand sharing of integrated remote sensing information and technological resources based-on cloud computing. Up on the
analysis of service models and technical requirements, the author highlights the key technologies of remote sensing cloud serv-
ices, including remote sensing data cloud storage, processing, application and security. We propose an architecture and functional
design of the remote sensing cloud service platform and introduce a prototype developed by our R&D team. This remote sensing
cloud service prototype allows users to choose required remote sensing data and software, and automatically deploys them to
a virtual computer that users can access through Internet to perform their remote sensing data processing and application. Ex-
periments show that the remote sensing cloud service platform can gather remote sensing information, software and computing
resources from different providers, and provides them for sharing on user’s demand. Such a remote sensing service platform can
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significantly promote remote sensing to public users and a healthy development of the remote sensing industry.
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1 INTRODUCTION

During the Twelfth Five-year Plan, China plans to launch sev-
eral remote sensing satellites to form satellites series and combined
constellation for the observation of meteorology, land, ocean, and
environment. These satellites will provide a tremendous amount of
multi-resolution, multi-type, wide-coverage multi-source remote
sensing data, which will provide the data foundation of applica-
tions and popularization of remote sensing and industrialization
service.

Remote sensing has the characteristics of quick repeating,
multi-resolution, information rich, multi-type and strong monitor-
ing capability, so it has a great potential for broad industrialization.
However, due to the difficulties of getting and updating data, as
well as a high technical requirement, high cost, and long deploy-
ment cycle, the application of remote sensing is still restricted to
only professional users. The industrialization of remote sensing in
public market is still limited.

The production technology and overall service level of the
remote sensing information product does not follow the quick de-
velopment pace of remote sensing data collection platforms. It does
not satisfy the requirements of the commercial operation of indus-
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trialization market and actual business demands from public users.
It is also not adapted to the development of remote sensing data
collection technology and the rapid increase of public requirements
of the remote sensing service. The main problems are as below.

(1) Lack of standardized information products to meet public
requirements

As of now, producing remote sensing information relies mainly
on experts’ manual operation, and there are no standardized infor-
mation products and streamlining production technology, which
are necessary for the industrialization of the information service.
Therefore, it is difficult to provide practical, long-term, routine
services to public.

(2) Lack of one-stop remote sensing information and application
service platform for public users

The remote sensing information extraction and application tech-
nology is dispersed in separate specialized libraries and through
research projects. There are only scattered “isolated islands” of
technical resources but lack of integrated systems and platforms
for knowledge accumulation. This situation causes replicated re-
search and development, raises the cost of remote sensing service
and restrains the technical innovation and sustaining development

of the industry. Furthermore, public users cannot enjoy the prompt
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services of the integrated industry chain, which adds to the difficul-
ties of meeting the public users’ various demands of remote sensing
information.

(3) Lack of commercial service model

Current remote sensing application services are mainly con-
ducted through projects, so it needs initiate a particular project and
apply the project funds. This procedure may take a long time and
have a high construction cost. Users also need to build their own
technical platforms and acquire special equipments before using.
Data updates, system maintenance and technique upgrades are not
guaranteed (Ren, et al., 2010). This model is not suitable for ap-
plying remote sensing information in public users’ daily operations
and does not support long-term development of the remote sensing
industry. It is necessary to follow the market’s needs through build-
ing a large-scaled, routine and sustainable service model, reduce
the cost, increase user scope and realize a positive industry circula-
tion.

Cloud computing is the third revolution of information technol-
ogy (IT) after the inventions of Personal Computers (PC) and In-
ternet. The PC age is coming to the end; we are entering the Cloud
age. The cloud computing technology provides new solutions to
the challenges in the twenty-first century: data intensity, computing
intensity, concurrent access intensity and spatiotemporal intensity
(Yang, et al., 2011). The development of cloud computing also pro-
vides new opportunities for the popularization of remote sensing
and business development.

The concept and the technical system of remote sensing cloud
computing and a new model of remote sensing services integrating
cloud computing and remote sensing technology are discussed in
this paper.

2 THE CONCEPT OF CLOUD COMPUTING

Cloud computing includes a new computing model and a new
service model.

Cloud computing utilizes a new computing model based on a
shared resources pool that is composed of mass storage devices,
networks, computing equipments and softwares, from which the
storage space and computing power required can be obtained ac-
cording to the needs of the processing tasks. This way of sharing
computing resources will allow each user to receive maximum
computing capability. Cloud computing guarantees the scalability
and high availability of distributed computing by large-scale low-
cost server clusters, collaborative development of application
and underlying services, and server redundancy (Chen & Zheng,
2009).

The essence of cloud computing is resource sharing, which un-
binds the applications to resources; shares computing or informa-
tion resources as services between different tasks or different users,
and decreases the idle time to reduce cost.

Therefore, the most important aspect of cloud computing is the
resource sharing service model, called cloud computing services
or cloud services, which supports business applications via the
Internet based on cloud computing resources. In support of cloud
computing, computation resources (computing, storage, network,
data, and software) are formed into a unified cloud resource pool
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and packaged into measurable services similar to public facilities
(like water, electricity, etc.). Finally, the services are scheduled on
demand and distributed through the network, so that different users
and applications can access the storage spaces, computing capabili-
ties, network bandwidths, and information resources according to
their actual needs.

Grid computing is also a computing resource pool technology
(Yang & Xu, 2006), but differs from cloud computing in various
aspects such as the business model, architecture, resource manage-
ment, programming model, application model, and security model
(Foster, et al., 2008). The major distinction between cloud com-
puting and grid computing lies in the resource dispatching model.
Cloud computing data is distributive and the computing tasks are
dispatched to data storage nodes, while grid computing delivers
data to computing nodes because computing and storage resources
are distributed in different nodes on the Internet. Hence, it usually
takes a longer time to transmit data, and how to alleviate network
transmission is an important issue for the design of earth data grid
computing system architecture (Shelestov, et al., 2008).

Cloud computing and grid computing is essentially different in
that cloud computing supports distributed applications using cen-
tralized resources, while grid computing supports centralized ap-
plications using distributed resources; cloud computing is to share
resources between different users and tasks, while grid computing
is to complete large-scale computing tasks through integrating dis-
persed computing resources. The grid computing technology can be
used to integrate distributed computing resources to provide cloud

computing services.

3 THE DEVELOPMENT OF SPATIAL CLOUD
COMPUTING

In April 2011, Google released a map platform for enterprise
users, Google Earth Builder, based-on Google cloud technology.
Users can upload internal maps, browse and manage their own map
using Google Earth and Maps.

ESRI provides online maps and data through ArcGIS Online
services, supplies Maplt services in cooperation with Microsoft,
and offers statistical reports and mapping functions by Business
Analyst Online to share its software. However, these are not yet
built on a real cloud computing platform. In 2010, ESRI adopted
the technology of deploying a Geographic information system on
Amazon Elastic Compute Cloud (EC2), which allows ArcGIS 10 to
be directly deployed on a cloud computing platform.

There are other Geospatial softwares, such as Spatial Cloud,
APOLLO on the Cloud of ERDAS, EarthWhere of the GeoEye,
and Sensor Service Grid (SSG), which support deployment on EC2.
In universities, researches focus on studying the parallel process-
ing of remote sensing data using cloud computing to improve the
processing efficiency (Golpayegani & Halem, 2009).

In China, Redhat and Supermap jointly developed a GIS plat-
form solution, SGS, based on open source cloud computing archi-
tecture. Unistrong is making a great effort to promote the position
cloud services. Wuhan University and other institutes are actively
studying remote sensing data processing technology based on cloud
computing (Liu, et al., 2009; Wu, et al., 2010).
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4 REMOTE SENSING CLOUD SERVICE
TECHNOLOGY

4.1 Concept of remote sensing cloud services

Remote sensing cloud services are the application services
provided through a network as a way of on-demand sharing of
integrated remote sensing information and technological resources
based on cloud computing. Remote sensing cloud services should
reflect the advantages of cloud computing in two aspects. One is to
improve the efficiency of storage and processing of remote sens-
ing data; the other is to share remote sensing resources through an
on-demand service model. The technical characteristics of remote
sensing cloud services are as below.

(1) Remote sensing data, processing software, development en-
vironment, and computing equipment shall be acquired on demand
through the network at any time without purchasing in advance.

(2) On-demand and pay-as-you-use services can avoid unneces-
sary labor and costs caused by idle resources and duplicated techni-
cal support, system installation, upgrading, and maintenance.

(3) Remote sensing data distributed storage and parallel
processing capabilities are more powerful, more reliable, and more
efficient, as required in emergency or peak needs of the storage and
computing.

(4) Remote sensing cloud services can provide users with more
choices and combinations of various remote sensing data, process-
ing software and application environments according to their actual
needs.

4.2 Remote sensing cloud service models

Following the basic service models of cloud computing, remote
sensing cloud services should support four typical service models
as listed:

(1) Remote sensing data as a service (RSDaaS): RDaaS pro-
vides data browsing and on-demand use services. Users can use the
remote sensing data and information products without purchasing
the original remote sensing data.

(2) Remote sensing software as a service (RSSaaS): RSaaS
provides online remote sensing software services. Users can use
remote sensing data processing and business applications software
online without purchasing and installing.

(3) Remote sensing platform as a service (RSPaaS): RSPaaS
provides remote sensing data processing and application develop-
ment platform. Clients can uses SDK and API to develop and de-
ploy remote sensing applications, and invoke powerful computing
power in the background for remote sensing data processing, infor-
mation production and business applications.

(4) Remote sensing infrastructure as a service (RSlaaS): Virtu-
alization is the most important feature of cloud computing (Wang
& Liu, 2008 ). Remote sensing data, remote sensing software, busi-
ness application systems, computer hardware and software environ-
ment, and storage network all can be virtualized and managed in-
tegrally in the cloud computing platform and provided as services.
Users do not need to build remote sensing application system in a
traditional way, but can build virtual remote sensing application en-
vironments on the cloud computing platform at anytime, anywhere
to use remote sensing data , software, computer and network en-
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vironment for conducting business applications or providing their

own services.

4.3 Characteristics of remote sensing cloud computing

Due to the particularity of remote sensing technology, remote
sensing cloud services are different from other cloud services in the
following aspects.

(1) Remote sensing data, information, software and required
computing resources provide an integrated, one-stop service. Data
is the basis of remote sensing applications and is the most time-
consuming and costly part. Remote sensing software and comput-
ing devices are prerequisite but not fully occupied infrastructure
for remote sensing applications. The integrated service of data,
information, and infrastructure are the basic requirements to apply
remote sensing cloud services to the actual business.

(2) Built on a unified basic spatial database and visualization
frame, remote sensing cloud service platform shall support data
sharing and collaborative work. It will not only allow users to use
spatial data and software freely, but will also avoid the loss of the
property rights of the data and software. Meanwhile, real-time
multi-source data integration and interoperability can meet a wide
range of needs in spatial data sharing.

(3) Professional and standardized remote sensing information
products online service is available in combination with remote
sensing data processing and thematic information production sys-
tems. Users can produce and publish standardized remote sensing
thematic information regularly on the cloud services platform,
and directly access the thematic information required for business
applications to reduce the cost of technology and applications by
avoiding organizing data processing processes.

(4) The open access and dynamic dispatch of remote sensing
service elements (data acquisition, processing, algorithm, and ap-
plication models) includes the combination of data, information
and technical resources, as well as the procedure organization for
service providers, to realize the collaborative service of the infor-
mation chain, technology chain and industrial chain through remote

sensing cloud services.

4.4 Technical architecture of remote sensing cloud
services

4.4.1 Remote sensing data cloud storage technology

Cloud storage organizes a large variety of storage devices in a
storage resources pool to provide unified dynamic scaling storage
service. By means of large file chunks, distributed storage, and
multiple copies, the cloud storage can automatically schedule re-
quired data and storage resources on the user’s demand and ensure
the reliability of data and the efficiency of access by redundant
storage. As the amount of remote sensing data is huge and is still
being increased rapidly with the operation of remote sensing satel-
lites and service platforms, cloud storage with unparalleled scal-
ability and devices reuse can meet scalability requirements of data
growing, and reduce investment for new equipment.

Remote sensing data cloud storage shall solve the following key
issues.

(1) Currently, distributed file system on cloud computing

platform is on data bytes. However, the remote sensing cloud
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storage needs multi-level subdivision and a storage strategy for
remote sensing image tiles to optimize the efficiency of updating
and accessing of remote sensing data, according to the format of
remote sensing image data and the characteristics of spatial data
access.

(2) At present, there is no spatial database management system
on distributive file system and bigtable database technology. Re-
mote sensing cloud storage needs to develop a spatial database and
the corresponding data storage architecture on the cloud distributed
storage platform in order to present and index the remote sensing
data more effectively.

4.4.2  Remote sensing data cloud processing technology

Remote sensing data cloud processing technology utilizes high
performance, high scalability, and high availability cloud comput-
ing technology to realize the high-speed processing of massive
remote sensing data and the mass production of remote sensing
information products based on distributed storage and parallel com-
puting model. Because remote sensing data processing consumes
a lot of computing resources and it is apt to split remote sensing
image into blocks in different scales, and thus the parallel cloud
computing technology is very suitable.

The difference of data processing between cloud computing
and conventional parallel processing is that in cloud computing the
computing resources are dynamically allocated and shared in the
resource pool and does not bound to tasks. In this way, the power-
ful computing resources of the entire cloud computing systems can
be fully used if needed.

Remote sensing data cloud processing shall solve the following
key issues.

(1) It is necessary to develop remote sensing image parallel
processing technologies based on cloud computing parallel process-
ing architecture, such as MapReduce, especially the efficient paral-
lel processing technologies that are suitable for remote sensing data
cloud storage.

(2) It is essential to develop open service elements container
technology and remote sensing cloud processing platform, through
which computing facilities, data resources, the algorithm module
library and business applications are independent and linked on the
cloud platform. Users can easily access all sorts of data processing
resources, and dynamically build the remote sensing data process-
ing procedure to complete application tasks.

4.4.3 Remote sensing applications cloud service technology

Remote sensing applications cloud services join a variety of
remote sensing and computing resources together and provide inte-
grated services of remote sensing data, information products, data
processing, application software, and computing environments, so
that users can get services through network terminals anywhere,
anytime on demand in pay-as-you-use model.

Remote sensing applications cloud services shall solve the fol-
lowing key issues.

(1) Stand-alone or web-based remote sensing software should
be transformed into cloud services software, supporting network
service transformation, performance customization, resource al-
location, multi-tenant sharing management and software update
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technology on cloud platform.

(2) It is important to dynamically create virtual machines, de-
ploy and update of remote sensing data and software, realize use
work point reservations, data sharing and collaboration of different
users.

(3) Utility computing and accounting services of remote sensing
applications should be developed. The costs of remote sensing cloud
services may include data fees, remote sensing information products
fees, software license fees, space usage fees, processing charges,
platform charges, virtual machine renting charges, mapping fees,
mobile service fees and so on. The system may monitor the usage
of all resources, convert the usages into users’ fees and distribute
benefits according to the contribution of service providers.

(4) It is important to develop portable terminal equipment by
which users can access and manipulate the remote sensing cloud
service platform anywhere, anytime - the same as using their per-
sonal computers to process and utilize remote sensing data, soft-
ware and computer environment.

4.4.4  Remote sensing data cloud security technology

Information security is one of the key problems affecting
wide adoption of cloud computing technology (Feng, et al.,
2011), and this problem determines whether users are willing to
store their own data on the remote sensing cloud service plat-
form. High-precision remote sensing data, business information
products, and business information are highly confidential. En-
suring information security is crucial to the practical application
of remote sensing cloud service platform and the remote sensing
cloud services model.

Remote sensing cloud services shall implement the following
safety strategies.

(1) Full-life-cycle encryption technology of remote sensing
data and information products: Data and products are encrypted
throughout the whole process of production, storage, transmission
and application. The data can only be displayed on the users’ termi-
nal, even if the system administrator cannot decrypt data.

(2) Delicacy management of access and authorization of remote
sensing data and information: Data and information is authorized
up to data sets, users and access type. Permissions of release, mod-
ification, and application are delicately managed for different data
and different users to meet the security requirements.

(3) Flexible distributed storage strategy: The users shall be able
to store high confidential data to private machines and use the data
on cloud platform. Data and information can be managed sepa-
rately on departmental servers and be unified when processed on
the cloud.

(4) Asymmetric distributed data security storage technology:
Commonly used data encryption methods are actually password-
based transformations. As long as the information is completed,
it may be decrypted. Remote sensing cloud services can apply
asymmetric distributed storage technology by dividing data and
information in bit-level due to the black-box features of cloud
storage. As a result, each data block does not contain complete
information, which guarantees the high security of data and infor-

mation.
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5 THE TECHNICAL DESIGN OF THE REMOTE
SENSING CLOUD SERVICE PLATFORM

5.1 Development goal

With the remote sensing data service as the core, technol-
ogy and value-added product services as revenue mechanism,
the remote sensing cloud service platform for sharing industrial
resources can be established by integrating remote sensing data,
thematic information products, analysis software, computing and
storage facilities, business application system, and mobile ter-
minals. All resources of the remote sensing industry such as data
acquisition, data processing, information production, software
R & D, application development, system integration, equipment

manufacturing, and consulting support, can be integrated dynami-
cally on the remote sensing cloud service platform. A new busi-
ness model based on the remote sensing cloud services, which
integrates services of industrial chain, supports on-demand and
shared usages, and divides benefits among providers, would be
created. The development of remote sensing cloud service plat-
form will promote wider application of remote sensing and better
growth of the industry.

5.2 Overall architecture

The remote sensing cloud platform has a four-tier frame-
work (Fig. 1). The resource tier is the foundation and integrated
resources of the system, the function tier implements the basic

Appl}canon Ll e Land&resources Forestry
tier reduction
Dynamic scheduling
of resources, concur-
Service Data&information Remote sensing Platform&processing Infrastructure rent access, load
. . . . . balancing,failover
tier services software services services services
Data storage,
parallel processing, ~Cloud
resource scheduling, computing
= = virtual amchine  platform
Visual search& Software pool Remote sensing Collaborative data Data cneryption& | management, single-
browsing based on management& g operation&network Rias oint authentication
oo . application systems - authorization p
Function unified Geo-Space monitoring meeting syStemm esouroes
tier . . . . . . moniforing
Distributed data Data&information Visual machine Field data mobile e -
St QA online processing&  dynamic configuration collection& &utili & tin
OrageceAceess operation &management management e e
Resource Integrated remote General remote Remote sensing Remote sensing Storage, computing,
tier sensing information  sensing processing information production | business application | networking, and
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Fig. 1 The framework of remote sensing cloud service platform
functions of the system, the service tier realizes remote sensing N TN
service model combining the system function following business ' Distributed file system interface —{ '
logic, and the application tier establishes business application i
procedures. — Cloud database interface -
. . . . Remote
The function tier and service tier are set up on the cloud com- sensing
puting platform, and utilize the basic function of the cloud com- cloud || Parallel data processing S e
. . . L . service programming framework computing
puting system including the data distributed storage; high-speed platform platform
parallel data processing; resources pool; dynamical scheduling Web services environment
and management; virtual machine building and multi-tenant man-
agement; user management and single-point authentication; data Virtual machine configuration
K J and network communication \, /
encryption; concurrent access from large numbers of users; load — L S~ S

balance; and failure transfer. The interface of the cloud computing
platform system is shown in Fig. 2.
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Fig. 2 The interface between remote sensing cloud
service platform and cloud computing platform

http://www.cnki.net



1336 Journal of Remote Sensing # & 54k 2012, 16(6)

5.3 Function modules

The basic functions of the system are as follows.

(1) Visual searching and browsing based on unified geo-space:
LOD pyramid technology and cloud computing distributed stor-
age system are used to establish visualized basal in regional space.
Supporting fast data drowsing, spatial base is provided for data re-
trieval, while the remote sensing data and information products can
be visualized and searched on the map.

(2) Distributed data storage and access: The cloud storage and
index mechanisms of the remote sensing database, information
products, and related business data are realized through the dis-
tributed data storage and database services of the cloud computing
platform. With cloud storage, the remote sensing data, information
products and related business can be extracted rapidly and com-
pressed on-line dynamically. The efficient concurrent accesses are
supported while data can be automatically deployed to user’s vir-
tual machines depending on the needs of application.

(3) Software pool management and monitoring: Submission,
registration, testing, release, user authorization, on-line operation,
monitoring and lifecycle management of the common software and
business applications are supported. Users can use the software
on-line without installing. The function also allows software be de-
ployed on virtual machines on demand and updated automatically.

(4) Data and information online processing and operation: Through
integrating general software tools of the remote sensing processing,
data and information on-line processing and operations are supported
according to application needs. Remote sensing production service
system is integrated to provide information production services by
orders. The cloud computing parallel processing programming model
is utilized to process the remote sensing data rapidly.

(5) Remote sensing application systems: Application systems
are developed on the cloud service platform based on business ap-
plication models. Users can utilize remote sensing data, informa-
tion products, online processing functions, business processing
interfaces on web platform as well as use stand along application
software in the environment of the virtual machines.

(6) Virtual machine dynamic configuration and management:
Taking the advantage of virtual machine function on cloud
platform, virtual environments can be established for users ac-
cording to application needs. Data, software, computers for ap-
plication can be deployed dynamically to the virtual machines.
This infrastructure service allows users to directly utilize all the
resources of cloud platform at any time without purchasing and
installing first.

(7) Collaborative data operation and network meeting: Geo-con-
ferences system is configured and deployed automatically through
communication mechanism between virtual machines, unified spa-
tial foundation, remote sensing data and information services. The
collaborative work and sharing of remote sensing data and informa-
tion is supported through the network conference, such as jointly
interpretation and tagging on remote sensing images.

(8) Field data mobile collection and management: With the sup-
port of the cloud platform to various mobile equipment (such as
smart mobile phone, PDA, and panel computer), field data can be
collected and uploaded to cloud platform. At the meanwhile, field-

work data can be located, processed, and operated by accessing
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cloud computing platform with mobile equipment based on unified
spatial foundation and remote sensing data, so that users can flex-
ibly survey, operate and apply the remote sensing data in field
without copying the data to mobile terminals.

(9) Data encryption and authorization: Data encryption and
authorization are implemented through whole-process encryp-
tion mechanism and distributive storage of cloud computing
platform.

(10) Account management and utility computing: User logging
system and on-demand usage measurement can be established us-
ing the functions of cloud computing system, such as the user man-
agement, unified authentication and resource monitoring.

6 APROTOTYPE OF REMOTE SENSING CLOUD
SERVICE PLATFORM

Guang Dong ChinaRS Geoinformatics Co., Ltd., i.e. the Remote
Sensing Cloud Services Research Center of the Cloud Computing
Industrial Technology Innovation and Incubation Center of Chinese
Academy of Sciences, has developed a prototype of remote sensing
cloud service platform based-on G-Cloud cloud computing operat-
ing system from the Guangdong Electronics Industry Institute. In-
tegrated cloud services of remote sensing data, processing software
and computing facilities are achieved through this prototype.

Fig. 3 shows a simplified application flow including the follow-
ing three steps.

(1) The user accesses the remote sensing cloud service platform
through the web to browse remote sensing data, selects areas of interest,
and chooses needed remote sensing data processing software (Fig. 4).

(2) The remote sensing cloud service platform loads virtual
machine with pre-installed software, and automatically imports the
remote sensing data chosen by user to the virtual machine (Fig. 5).

(3) User logs into the virtual machine directly through the web
interface, processes the remote sensing data with the pre-installed
software selected by user, and gets the results (Fig. 6).

In the operation, the remote sensing data and application soft-
ware are published to the cloud service platform from different
service providers, and users use the remote sensing data and soft-
ware on demand. The services are charged according to usage of

The flow of remote sensing cloud services

Remote sensing cloud

User ‘ service platform

Log in to cloud
service platform

Cloud operating system

Browse remote
sensing data on
guide map

Select dataset

Y

| ‘ Start VM and import data into VM ‘

3. Process remote
sensing data

Login VM
Get processed data |}

Fig. 3 The flow chart of remote sensing application service through
virtual machine technology
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Fig. 4 The user interface for selecting remote sensing data
and processing software

Fig. 5 The user interface to import remote
sensing data to virtual machine
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Fig. 6 The user interface to process remote sensing
data with pre-installed processing software

contents and lasting time; the platform operating agency assigns
payments from user to related service providers according to re-
source usage records.

A key problem of spatial data sharing is how to allow users to
use the shared data freely in this way while preventing other us-
ers from owning or transferring the shared data. The owner may
lose control of the data if other users are allowed to download. In
the other hand, data sharing services can hardly satisfy application
needs if only data access interfaces are provided. This problem has
long been the constraints for promotion of spatial data sharing and
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applications. The remote sensing data and software service model
presented by this prototype highlights a new technical solution to
this problem based on the cloud computing platform. On a cloud
computing platform users can use and process the data freely like
with their own equipment, but data transfer to local machine is pro-
hibited. Meanwhile, the data and software used on cloud computing
platform can be monitored all the time, so the benefits of service
providers can be protected. This mechanism innovation has great
significance for promoting spatial data sharing.

7 CONCLUSIONS

By upgrading the technologies of data storage and processing
services, cloud computing will bring significant opportunities for
the popularization, application and industrialization of remote sens-
ing. With cloud computing, remote sensing data, and information
products, processing technology and computing resources can be
packed into measureable public facilities (similar to water and elec-
tricity services). The services are provided to users through a net-
work or mobile terminal whenever and wherever possible, so that
the application bottleneck in data, technology, equipment, cost and
personnel can be removed and the popularization and application
of remote sensing information technology in the daily businesses of
government and the public will be realized.

Remote sensing cloud services have the following important
roles of the remote sensing industry:

(1) Remote sensing cloud services are the best way to improve
popularization and application of remote sensing business. Pro-
viding large-scale, socialized and professional services can make
obtaining remote sensing information more convenient and more
economic, lower the threshold of technology and costs for applying
remote sensing, and accelerate the society to enter the era of uni-
versally use of remote sensing services.

(2) Remote sensing cloud services are an effective solution to
the problem of spatial data and software sharing. With the integrated
cloud services of spatial data, application software, computing facil-
ities, the user can use shared data and software just like on their own
computer, but the owner can avoid losing their data and software.
The conflict of supporting personalized usage and the ownership of
shared data can be effectively solved which can significantly pro-
mote the development of spatial data and software sharing.

(3) Remote sensing cloud services are a new engine to promote
the development of the industry. The remote sensing cloud service
platform supports the accumulation of technical resources and the
remote sensing data acquisition, information production, platform
services and business applications to be connected as an industrial
chain. Users can access the required resources and services on de-
mand without focusing on specific technology providers. This busi-
ness service model containing on-demand services, pay-as-you-use
model, and benefits distributing among service providers according
to contribution can promote the formation of industry chain, mod-
ernization of remote sensing services, and the rapid development of
the whole industry.

(4) Remote sensing cloud service is an efficient platform for
technological innovation. Through remote sensing cloud service
platform, remote sensing information and technology service pro-
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viders can focus on their own business without having to construct
and maintain their own infrastructures. This can help to reduce cost
and shorten commercialization cycle, so the innovation of technol-
ogy, product and application can be promoted (Wang, 2010).

As one of information technology frontiers, remote sensing
applications technology shall timely track the trend of technology
and industry, develop service model and application technology for
remote sensing information extraction based on cloud computing
technology. This is not only the requirement of the coming cloud
era, but the remote sensing industry and public users can also enjoy
the benefits brought by new technology development and service
model innovation.
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